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Change-point analysis is a powerful new tool for determining whether a change has taken 
place.  It is capable of detecting subtle changes missed by control charts.  Further, it 
better characterizes the changes detected by providing confidence levels and confidence 
intervals.  When collecting online data, a change-point analysis is not a replacement for 
control charting.  But, because a change-point analysis can provide further information, 
the two methods can be used in a complementary fashion.  When analyzing historical 
data, especially when dealing with large data sets, change-point analysis is preferable to 
control charting.  A change-point analysis is more powerful, better characterizes the 
changes, controls the overall error rate, is robust to outliers, is more flexible and is 
simpler to use.  This article describes how to perform a change-point analysis and 
demonstrates its capabilities through a number of examples. 

 
 
Introduction 
 
Did a change occur?  Did more than one change occur?  When did the changes occur?  
With what confidence did the changes occur?  All these questions and more can be 
answered by performing a change-point analysis.  A change-point analysis is capable of 
detecting multiple changes.  For each change it provides detailed information including a 
confidence level indicating the likelihood that a change occurred and a confidence 
interval indicating when the change occurred.  The change-point analysis procedure 
provided is extremely flexible.  It can be performed on all types of time ordered data 
including attribute data, data from nonnormal distributions, ill-behaved data such as 
particle counts and complaint data, and data with outliers.  This article describes how to 
perform a change-point analysis and highlights its potential applications through a 
number of examples. 
 
Traditionally, control charts are used to detect changes.  The major difference between 
change-point analysis and control charting is that control charts can be updated following 
the collection of each data point while a change-point analysis can only be performed 
once all the data is collected.  Control charts are generally better at detecting isolated 
abnormal points and at detecting a major change quickly while a change-point analysis 
can detect subtle changes frequently missed by control charts.  The two methods can be 
used in a complementary fashion. 
 
When analyzing historical data, especially when such data sets are large, a change-point 
analysis is preferable to control charting the data.  One benefit of a change-point analysis 
is that it controls the change-wise error rate.  As a result, each change detected is likely to 
be real.  Control charts control the point-wise error rate.  When there are thousands of 
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data points, numerous points can exceed the control limits even when no change has 
occurred.  Change-point analysis offers many other benefits as well.  This article also 
compares and contrasts these two methods of detecting change. 
 
 
Example 1:  US Trade Deficit Data 
 
Before providing the details on how to perform a change-point analysis, we will start 
with an example.  Table 1 shows US trade deficit data from 1987 to 1988 in billions of 
dollars.  This data is from Wheeler (1993). 
 

Table 1:  US Trade Deficits 1987-1988 ($ billions) 
 

 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1987 10.7 13.0 11.4 11.5 12.5 14.1 14.8 14.1 12.6 16.0 11.7 10.6 
1988 10.0 11.4 7.9 9.5 8.0 11.8 10.5 11.2 9.2 10.1 10.4 10.5 

 
A plot of this data is shown in Figure 1.  Take a moment and determine what patterns you 
detect in the plot.  Did the trade deficit change during this period of time?  How did it 
change?  When did it change? 
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Figure 1:  Plot of US Trade Deficit Data 

 
The trade deficit appears to be lower in 1988 than in 1987.  To confirm that this is the 
case, a control chart of the data can be constructed.  The correct type of control chart to 
use for this data is an individuals control chart.  An individuals control chart of the trade 
deficit data is shown in Figure 2.  The two lines added to the individuals chart are called 
control limits.  They represent the maximum range that the values are expected to vary 
over assuming no change has occurred.  Points outside the control limits indicate a 
change has occurred.  The fact that the October 1987 point is above the upper control 
limit indicates that a change has occurred. 
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Figure 2:  Individuals Control Chart of US Trade Deficit Data 

 
But what type of change occurred?  Look at Figure 2 and decide how you would describe 
the change.  Was October 1987 an abnormally high month?  Did the trade deficit 
gradually decrease during this two-year period?  Or did the trade deficit suddenly shift 
downward at the end of 1987 or beginning of 1988?  While control charts can be used to 
detect changes, interpreting these changes can still be difficult.  To shed further light on 
the nature of the change, a change-point analysis can be performed. 
 
 
Change-Point Analysis 
 
There are numerous approaches to performing a change-point analysis.  The one used in 
this paper has been implemented in Taylor (2000a).  This software was used to perform 
the analyses in this paper.  The details of this procedure are provided later.  First we will 
look at the results of performing this analysis.  Table 2 shows the results of a change-
point analysis for the trade deficit data in Table 1. 
 

Table 2:  Results of Change-Point Analysis on US Trade Deficit Data 
 

Table of Significant Changes for Trade Deficit
Confidence Level = 90%, Confidence Interval = 95%, Bootstraps = 1000, Sampling Without Replacement

Month Confidence Interval Conf. Level From To Level

Jun '87 (May '87, Jul '87) 91% 11.82 14.32 2

Nov '87 (Nov '87, Nov '87) 100% 14.32 10.2 1  
 
The analysis detects two changes.  The first change is estimated to have occurred around 
June 1987.  This date represents the first month following the change.  The second 
change is estimated to have occurred around November 1987.   Associated with each 
change is a confidence level indicating how confident the analysis is that the change 
actually occurred.  The first change occurred with 91% confidence.  The second change 
occurred with 100% confidence.  We are much more confident about the second change. 
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Also associated with each change is a confidence interval for the time of the change 
indicating how well the time of the change has been pinpointed.  95% confidence is used 
for all confidence intervals.  With 95% confidence, the first change occurred between 
May and July of 1987.  With 95% confidence, the second change occurred in November 
1987.  The fact that the confidence interval for the first change is wider indicates that the 
time of the first change cannot be as accurately pinpointed as the second change. 
 
Table 2 also gives additional information about each change.  The table indicates that 
prior to the first change the average trade deficit was 11.82 billion dollars while after the 
first change it was 14.32 billion dollars.  Table 2 also gives a level associated with each 
change.  The level is an indication of the importance of the change.  The level 1 change is 
the first change detected and that which is most visibly apparent in the plot in Figure 1.  
Level 2 changes are detected on a second pass through the data.  Any number of levels 
can exist dependent on the number of changes found. 
 
Figure 3 shows a graphical presentation of the results of the change-point analysis.  The 
two changes are represented by the shifts in the shaded background.  The shaded 
background represents a region expected to contain all the values based on the current 
model that two changes occurred.  Since all points fall within this region, this model fully 
explains the variation in the data.  The control limits for the individuals chart are also 
displayed in Figure 3. 
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Figure 3:  Plot of US Trade Deficit Data Showing Changes in Background 

 
While the control chart barely detected any change had occurred (one point barely out), 
the change-point analysis detected two changes.  It also provided additional details 
including confidence levels and confidence intervals.  This example illustrates two of the 
benefits of a change-point analysis: it is more powerful at detecting smaller sustained 
changes and it better characterizes such changes.  When used to analyze historical data 
for trends and changes, a change-point analysis provides far more useful information than 
a control chart.  For such data, the best approach is to perform a change-point analysis.  
However, this does not prevent one from also control charting the data.  The results of 
both approaches can be displayed in a simple plot like Figure 3. 
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Procedure for Performing a Change-Point Analysis 
 
The procedure used by Taylor (2000a) for performing a change-point analysis iteratively 
uses a combination of cumulative sum charts (CUSUM) and bootstrapping to detect the 
changes.  The analysis begins with the construction of the CUSUM chart shown in Figure 
4. 
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Figure 4:  CUSUM Chart of US Trade Deficit Data 

 
CUSUM charts are constructed by calculating and plotting a cumulative sum based on 
the data.  Let X1, X2, …, X24 represent the 24 data points.  From this, the cumulative 
sums S0, S1, …, S24 are calculated.  The cumulative sums are calculated as follows: 
 

1. First calculate the average 
24

X...XXX 2421 +++
=  

 
2. Start the cumulative sum at zero by setting S0 = 0. 

 
3. Calculate the other cumulative sums by adding the difference between current 

value and the average to the previous sum, i.e., ( )XXSS i1ii −+= −  for  
i = 1, 2, …, 24. 

 
For the Trade Deficit data: 
 

 11.39583X =  
 S0 = 0 
 ( ) -0.6958339583.117.100XXSS 101 =−+=−+=  
 ( ) 0.90833339583.110.130.69583- XXSS 212 =−+=−+=  
        
 ( ) 0.039583.115.100.89583 XXSS 242324 =−+=−+=  
 
This is the series plotted in Figure 4.  The cumulative sums are not the cumulative sums 
of the values.  Instead they are the cumulative sums of differences between the values and 
the average.  These differences sum to zero so the cumulative sum always ends at zero 
(S24=0). 
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Interpreting a CUSUM chart requires some practice.  Suppose that during a period of 
time the values tend to be above the overall average.  Most of the values added to the 
cumulative sum will be positive and the sum will steadily increase.  A segment of the 
CUSUM chart with an upward slope indicates a period where the values tend to be above 
the overall average.  Likewise a segment with a downward slope indicates a period of 
time where the values tend to be below the overall average.  A sudden change in direction 
of the CUSUM indicates a sudden shift or change in the average.  Periods where the 
CUSUM chart follows a relatively straight path indicate a period where the average did 
not change. 
 
Looking at Figure 4, the CUSUM chart takes a sudden turn in direction around 
November 1987.  This indicates that around this time, the average shifted.  Before the 
change in direction, the CUSUM slopes upwards indicating that initially the trade deficits 
are above the two-year average.  After the change in direction, the CUSUM slopes 
downwards indicating that the trade deficits are below the two-year average.  After the 
change, the CUSUM is relatively straight indicating no subsequent change occurred.  
However, before the change, the CUSUM is bowed.  It could be broken into two separate 
line segments.  This gives an indication that a second change might have occurred. 
 
The CUSUM chart in Figure 4 appears to indicate that at least one and possibly two 
changes took place.  The problem with CUSUM charts is that they require considerable 
skill to properly interpret.  How can we be sure that these changes took place?  A 
confidence level can be determined for the apparent change by performing a bootstrap 
analysis.  Before performing the bootstrap analysis, an estimator of the magnitude of the 
change is required.  One choice, which works well regardless of the distribution and 
despite multiple changes, is Sdiff defined as: 
 
 Sdiff  =  Smax  -  Smin where 
 

  Smax  =  i24,...,0i
Smax

=
 

 

  Smin  =  i24,...,0i
Smin

=
 

 
For the trade deficit data, Smin = -0.69583, Smax = 17.04583 making Sdiff = 17.74167.  
Once the estimator of the magnitude of the change has been selected, the bootstrap 
analysis can be performed.  A single bootstrap is performed by: 
 

1. Generate a bootstrap sample of 24 units, denoted X0
1, X0

2, …, X0
24, by 

randomly reordering the original 24 values.  This is called sampling without 
replacement. 

 
2. Based on the bootstrap sample, calculate the bootstrap CUSUM, denoted S0

0, 
S0

1, …, S0
24. 

 
3. Calculate the maximum, minimum and difference of the bootstrap CUSUM, 

denoted S0
max, S0

min, and S0
diff. 
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4. Determine whether the bootstrap difference S0
diff is less than the original 

difference Sdiff. 
 
The idea behind bootstrapping is that the bootstrap samples represent random reorderings 
of the data that mimic the behavior of the CUSUM if no change has occurred.  By 
performing a large number of bootstrap samples, you can estimate how much Sdiff would 
vary if no change took place.  You can then compare this with the Sdiff value calculated 
from the data in its original order to determine if this value is consistent with what you 
would expect if no change occurred.  Figure 5 shows the CUSUM chart in Figure 4 of the 
data in its original order overlaid with the CUSUM charts from 5 different bootstrap 
samples.  The bootstrap CUSUM charts tend to stay closer to zero than the CUSUM of 
the data in its original order.  This leads one to suspect that a change must have occurred. 
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Figure 5:  CUSUM Charts of Data In Original Order Plus 5 Bootstrap Samples 
 
A bootstrap analysis consists of performing a large number of bootstraps and counting 
the number of bootstraps for which S0

diff is less than Sdiff.  Let N be the number of 
bootstrap samples performed and let X be the number of bootstraps for which S0

diff < Sdiff.  
Then the confidence level that a change occurred as a percentage is calculated as follows: 
 

 Confidence Level  =  
N
X100  % 

 

Typically 90%, or 95% confidence is required before one states that a significant change 
has been detected.  For the five bootstraps shown in Figure 5, the values of S0

diff are 7.0, 
14.917, 7.975, 7.938 and 9.15 respectively.  All of these values are below Sdiff = 
17.74167.  Figure 6 shows a histogram of S0

diff based on 1000 bootstrap samples.  Out of 
1,000 bootstraps, 995 had S0

diff < Sdiff.  This gives a confidence level of: 
 

 Confidence Level  =  
1000
995100   =  99.5% 

 

This is strong evidence that a change did in fact occur. 
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Figure 6:  Histogram of S0
diff for 1000 Bootstrap Samples 

 
Ideally, rather than bootstrapping, one would like to determine the distribution of S0

diff 
based on all possible reorderings of the data.  However, this is generally not feasible.  
The trade deficit data consists of 24 values.  The total number of possible reorderings is 
24! = 6.2 1023.  This is more samples than could reasonably be generated.  The bootstrap 
analysis randomly selected 1000 of these possible reorderings and used them to estimate 
the distribution of S0

diff.  A better estimate can be obtained by increasing the number of 
bootstrap samples.  However, 1000 bootstraps is sufficient for most purposes.  Repeating 
the above analysis 10 times resulted in the following confidence levels: 99.6%, 99.2%, 
99.3%, 99.2%, 99.4%, 99.7%, 99.2%, 99.7%, 99.5% and 99.2%.  All the analysis 
performed in this article are based on 1,000 bootstrap samples. 
 
Bootstrapping results in a distribution free approach with only a single assumption, that 
of an independent error structure.  Both control charting and change-point analysis are 
based on the mean-shift model.  Let X1, X2, ... represent the data in time order.  The 
mean-shift model can be written as 
 

 Xi = µi + εi 
 

where µi is the average at time i.  Generally µi = µi-1 except for a small number of values 
of i called the change-points.  εi is the random error associated with the i-th value.  It is 
assumed that the εi are independent with means of zero.  Taylor (2000b) provides a 
procedure for detecting a departure from this assumption.  Data not appropriate for a 
change-point analysis and control charting include autoregressive time series data such as 
stock prices.  Control charts also make the assumption that the εi are identically 
distributed.  They frequently make additional assumptions as well, for example, that the 
εi are normally distributed. 
 
Once a change has been detected, an estimate of when the change occurred can be made.  
One such estimator is the CUSUM estimator.  Let m be such that: 
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 |Sm|  =  |S|max i24,...,0i=
 

 

Sm is the point furthest from zero in the CUSUM chart.  The point m estimates last point 
before the change occurred.  The point m+1 estimates the first point after the change.  For 
the trade deficit data, the most extreme point on the CUSUM chart is the November 1987 
(S11).  The best estimate of when the change occurred is between November 1987 and 
December 1987. 
 
A second estimator of when the change occurred is the mean square error (MSE) 
estimator.  Let MSE(m) be defined as: 
 

 ( ) ( )∑∑
+==

−+−=
24

1mi

2
2i

m

1i

2
1i XXXX)m(MSE  

  where  
m

X
X

m

1i
i

1

∑
==   and  

m24

X
X

24

1mi
i

2 −
=
∑

+=  
 
The MSE error estimator is based on the idea of splitting the data into two segments, 1 to 
m and m+1 to 24, estimating the average of each segment, and then seeing how well the 
data fits the two estimated averages.  The value of m that minimizes MSE(m) is the best 
estimator of the last point before the change.  As before, the point m+1 estimates the first 
point after the change.  For the trade deficit data, the value of m minimizing MSE(m) is 
10.  The best estimate of when the change occurred is between October 1987 and 
November 1987.  This is one month earlier than predicted by the CUSUM estimator.  In 
Table 2, the MSE estimator was used to estimate the times of the changes and the months 
reported are the first months following the change, i.e., m+1. 
 
Once a change has been detected, the data can be broken into two segments, one each 
side of the change-point, and the analysis repeated for each segment.  For each additional 
significant change found, continue to split the segments in two.  In this manner multiple 
changes can be detected.  For the trade deficit data, the initial change splits the data into 
two segments, January 1987 through October 1987 and November 1987 through 
December 1988.  Repeating the analysis on each segment results in the detection of a 
second change predicted to have occurred between May 1987 and June 1987.  This 
changed occurred with only 91.0% confidence so is not as likely to have occurred as the 
first change.  However, there is still strong evidence that a second change occurred.  
Figure 7 shows the CUSUM chart from Figure 4 with the significant changes shown in 
the background.  It appears that the slope of the CUSUM chart changed twice.  These 
correspond to the two changes of the background color. 
 
While the above procedure generally works well, it can be improved.  Taylor (2000a) 
treats the changes detected by the above procedure as a set of candidate change-points.  
Once this set is generated, all the change-points and their confidence levels are 
reestimated.  A backward elimination procedure is then use to eliminate those points that 
no longer test significant.  When a point is eliminated, the surrounding change-points are 
reestimated along with their significance levels.  This reduces the rate of false detections. 
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Figure 7:  CUSUM Chart of US Trade Deficit Data With  
                  Significant Changes Shown in the Background 

 
Table 2 also gives confidence intervals for the time of the change.  Methods of obtaining 
bootstrap confidence intervals are provided in Efron and Tibshirani (1993).  Change-
point analysis has a long history.  The problem was originally stated in Page (1955, 
1957).  Hinkley (1971) and Pettitt (1980) suggest the application of CUSUM charts.  
Hinkley and Schechtman, (1987) suggest the application of bootstrapping.  The 
procedure in this article combines these two approaches in a novel fashion.  It also adds 
an iterative approach that allows multiple changes to be detected.  All the above 
references are restricted to the problem of detecting a single change. 
 
 
Detecting Changes in the Variation and Other Characteristics 
 
The change-point analysis procedure can be applied to any characteristic for which data 
is collected over time.  In the trade deficit example, it was applied to individual values.  It 
can also be applied to averages, standard deviations, ranges, defect levels, counts and 
many other types of data.  Taylor (2000b) shows how a change-point analysis can be used 
to detect a change in the autocorrelation structure of a set of chemical data. 
 
For the trade deficit data we would also like to determine if the variation changed.  This 
presents a special problem because we have only a single observation per month so we 
cannot calculate a range or standard deviation.  In this case, it is still possible to analyze 
the variation by performing the change-point analysis on the differences between 
consecutive points.  Let X1, X2, …, X24 represent the 24 data points.  From this, 12 
consecutive difference D1, D2, …, D12 are calculated as follows: 
 
 Di = | X2i – X2i-1 |  for  i=1,2,…,12 
 
Figure 8 shows a CUSUM chart of the trade deficit variation (differences).  Performing a 
bootstrap analysis on this chart indicates that no significant change in the trade deficit 
variation occurred. 
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Figure 8:  CUSUM Chart of US Trade Deficit Variation 

 
It is important to only use differences that do not have points in common.  For example, 
|X2 – X1| and |X3 – X2| have the point X2 in common and are therefore correlated.  This 
violates the assumption of independent errors required by a change-point analysis.  While 
the difference between consecutive points will frequently provide a good estimate of the 
short-term variation in the process, at least some of these differences might be 
contaminated by shifts or changes in the average.  Such shifts can create outlier or 
extreme values in the data.  As we will see in the next section, the change-point analysis 
procedure is robust to such outliers. 
 
 
Handling Outliers 
 
What if the data contains an outlier?  As an example of what can happen, the June 1987 
trade deficit value was changed to 25.  Figure 9 shows an individuals control chart for 
this modified set of data with the results of the change-point analysis shown in the 
background.  The outlier is clearly evident.  The outlier creates additional variation in the 
data making it more difficult to detect a change.  Despite this, the change-point analysis 
still detects the second change, which was the change with the greatest effect. 
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Figure 9:  Individuals Chart of US Trade Deficit Data With Outlier 
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The change-point analysis procedure is reasonably robust to such outliers.  It can be made 
even more robust by analyzing the ranks of the values instead of the values themselves.  
For the trade deficit data, there are 24 data points.  The largest value is given a rank of 24, 
the second largest value is given a rank of 23, and the smallest value is given a rank of 1.  
Analyzing the ranks instead of the actual values results in a procedure that is almost 
unaffected by outliers.  Table 3 and Figure 10 show the results of performing a change-
point analysis on the ranks.  The same results are obtained as before without the outlier 
including identical confidence levels. 
 
Table 3:  Results of Change-Point Analysis on Ranks When Data Contains Outlier 

 
Table of Significant Changes for Trade Deficit

Confidence Level = 90%, Confidence Interval = 95%, Bootstraps = 1000, Sampling With Replacement, Analysis of Ranks

Month Confidence Interval Conf. Level From To Level

Jun '87 (Apr '87, Aug '87) 91% 11.82 15.7 2

Dec '87 (Nov '87, Feb '88) 100% 15.7 10.085 1  
 
The outlier in Figure 10 falls outside the shaded region indicating it still doesn’t fit the 
results of the change-point analysis and should be treated as an isolated abnormal point.  
This example suggests that a change-point analysis should be supplemented with an 
individuals chart (or other control chart) to detect the presence of outliers or abnormal 
points.  If such points exist, the change-point analysis should be performed on the ranks.  
When the ranks are analyzed, the change-point analysis can detect smaller sustained 
changes with little interference from the outliers. 
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Figure 10:  Plot of US Trade Deficit Data With Outlier Showing Changes 
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Example 2:  Complaint Data 
 
To further illustrate the benefits of a change-point analysis, two more examples will be 
presented.  The first example involves a set of complaint data.  The complaint rate had 
increased triggering an investigation into its cause.  Figure 11 shows the number of 
complaints for the last eight months.  Historically, the complaint rate was close to zero as 
in the first month.  It appears that the complaint rate steadily increased over a three-
month period and then gradually started to decline.  A team was put together to identify 
what had happened over these three months to cause the increase in complaints. 
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Figure 11:  Plot of Number of Complaints Per Month 
 
Complaints are recorded by lot number.  There were approximately 30 lots each month.  
Lots 1-30 correspond to January, lots 31-60 correspond to February and so on.  The lots 
are all of similar sizes.  Figure 12 shows a control chart of the number of complaints by 
lot number.  Only an upper control limit is shown since the counts are bounded below by 
zero.  There are 24 points above the control limit indicating a change has taken place.  
Did more than one change occur?  One way of answering this question using controls 
charts is to recalculate the control limits each time a change is detected.  When did the 
first change occur?  The first point outside the control limits is lot 75 (middle of March).  
Is this the best guess of when the change occurred?  Using a control chart to determine 
how many changes occurred and when each change occurred is a difficult and error-
prone process. 
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Figure 12:  Control Chart of Number of Complaints Per Lot 
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To get a better understanding of the number and timing of the changes, a change-point 
analysis was performed.  The results are shown in Table 4.  The level 1 change occurred 
around lot 74 (middle of March).  Previous to this a level 2 change occurred around lot 42 
(middle of February).  The number of complaints per lot jumps from 0 to 6.6 during the 
first change and then up to 27.7 following the second change.  The second change is over 
three times the magnitude of the first change.  Complaints are still being received for lots 
produced during the last three months.  The other four changes all occur toward the end 
of the data set, where the complaint data is incomplete, and may be caused by the fact 
that complaints are still being received. 
 

Table 4:  Results of Change-Point Analysis on Complaint Data 
 

Table of Significant Changes for Complaints
Confidence Level = 90%, Confidence Interval = 95%, Bootstraps = 1000, Sampling Without Replacement

Lot Confidence Interval Conf. Level From To Level

42 (42, 73) 100% 0 6.5938 2

74 (72, 86) 100% 6.5938 27.662 1

145 (78, 162) 91% 27.662 16.465 2

188 (147, 188) 98% 16.465 4.24 3

213 (209, 225) 98% 4.24 11.077 5

226 (214, 228) 98% 11.077 1.6667 5  
 
Figure 13 shows the CUSUM chart of complaints with the changes shown in the 
background.  The first two changes represent the onset of the problem.  The relative 
straightness of the line segments before and after these changes indicates the changes 
were fairly sudden. 
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Figure 13:  CUSUM of Number of Complaints 
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The change-point analysis has yielded several important clues.  The problem, rather than 
developing gradually over a 3-month period, seems to be the result of two changes, the 
second change being the greater of the two and occurred around lot 74.  The confidence 
interval indicates that with 95% confidence the second change occurred between lots 72 
and 86.  This corresponds to 2-week period of time.  Further, something had occurred 
previous to this to cause a smaller number of complaints.  Since the process has 5 lines, 
maybe the process change responsible for the complaint problem was piloted on one line 
around lot 42 (first change) and then implemented across the other 4 lines around lot 74 
(second change).  This led to the identification of a change in material handling that fit 
the clues and proved to be the cause of the problem. 
 
This example illustrates several of the benefits of change-point analysis.  First, notice 
how the change point analysis provided much more detailed information about the 
number and timing of the changes than either the monthly summary in Figure 11 or the 
control chart in Figure 12.  Determining the exact time of the changes was key to solving 
the problem.  Second, the change point analysis determined that the first change occurred 
around lot 45.  This change was missed by the control chart, which didn’t have a point 
outside the control limits until lot 75 (second change).  Change-point analysis can detect 
changes missed by control charts.  Third, the change-point analysis is more flexible.  The 
same analysis worked on the complaint data as the trade deficit data.  However, a 
different type of control chart was required.  An individuals control chart was used for the 
trade deficit data in Figure 2 while a u-chart was used in Figure 12 for the complaint data.  
This makes it easier to teach others to perform a change-point analysis.  Finally, a 
change-point analysis is simpler to use when dealing with large data sets with multiple 
changes.  Using a control chart requires calculation of new limits following each change 
in order to detect further changes.  This is complicated by the need to estimate the time of 
the changes to determine what data should be used to calculate the new control limits.  
Change-point analysis automates this difficult process, again making it easier to train 
others to do the analysis.  When analyzing large sets of historical data, clearly a change-
point analysis is preferable to control charting. 
 
 
Example 3:  Part Strength 
 
The next example involves the online collection of data on part strength.  When charting 
online, it is best to use a control chart.  Control limits were calculated using historical 
data.  Every hour a new sample was selected and the results immediately added to the 
control chart.  Figure 14 shows the results of the first 25 inspections.  The last point 
plotted falls outside the control limits.  At this point the operator should begin a root 
cause investigation to determine the cause of the problem as well as take whatever 
interim actions are necessary to continue making good product.  Generally, this 
investigation focuses on what occurred between the 24 and 25 points to cause the 
problem.  A change-point analysis of the first 25 points might provide further insight into 
the problem, helping the operator to determine the root cause. 
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Figure 14:  Control Chart of Part Strengths 
 
Table 5 shows the results of performing a change-point analysis on the data in Figure 14.  
The change-point analysis indicates two changes in fact occurred.  The first change 
occurred around point 13.  The second change occurred between the points 22 and 23.  
This is several points before the control chart went outside the control limits. 
 

Table 5:  Results of Change-Point Analysis on Strength Data 
 

Table of Significant Changes for Strength
Confidence Level = 90%, Confidence Interval = 95%, Bootstraps = 1000, Sampling Without Replacement

Time Confidence Interval Conf. Level From To Level

13 (10, 15) 100% 20.147 20.491 2

23 (23, 23) 97% 20.491 19.83 1  
 
An investigation into what events occurred around points 13 and 23 determined that these 
two times corresponded to roll changes of the raw material.  This lead to a change in the 
roll change procedure that improved the process stability.  Figure 15 summarizes the 
results of the change-point analysis. 
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Figure 15:  Plot of Part Strengths Showing Results of Change-Point Analysis 
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This third example illustrates how change-point analysis can complement online control 
charts.  Change-point analysis is a powerful problem investigation tool.  It can detect 
changes missed by the control chart and can provide better estimates as to the timing of 
the changes.  It just might provide the extra insight that leads to the solution of a problem 
that would otherwise go unsolved. 
 
 
Conclusion 
 
Change-point analysis is not a replacement for control charting.  Control charts are the 
preferred approach when data is collected and plotted on an hour-by-hour basis such as 
on a production line.  In this case, a change-point analysis can be use to complement the 
control charts.  First, a change-point analysis can be performed on the cumulated data 
once a week to try and detect more subtle changes missed by the control charts.  Second, 
when a control chart detects a change or problem, a change-point analysis can be 
performed to better characterize the timing and nature of the change as part of the 
problem solving process. 
 
When performing a one-time analysis on historical data, a change-point analysis is 
preferred to control charting, especially when you are dealing with large data sets.  
Sometimes, such analyses are triggered by an event such as an increase in complaints.  
This could trigger the review of the complaint history for the last 3 years to determine 
when the problem started.  Other times such analyses are done to gain understanding.  
For example, a manager might decide to review accident data to determine if there are 
any trends.  Still other times, data might be periodically reviewed to gain the big picture.  
Each year as part of the annual report an analysis might be performed on inventory turns 
to see whether there has been an improvement.  When performing such analyses, a 
change-point analysis has numerous advantages over a control chart including: 
 

1. It is more powerful at detecting smaller sustained changes.  This is especially 
true when compared to an individuals control chart. 

 
2. It better characterizes such changes including detection of multiple changes, 

providing associated confidence levels, and providing confidence intervals for 
the times of the changes. 

 
3. It reduces the number of false detections by controlling the change-wise error 

rate.  As a result, for each change detected there is high confidence that it is 
real.  Control charts control the point-wise error rate and, when used with 
large data sets, can produce numerous false detections. 

 
4. It is robust to outliers and can be made even more robust by performing a 

change-point analysis on the ranks. 
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5. It is more flexible.  The same procedure works for all types of data including 
attribute data, individual values, counts, averages and standard deviations.  
Control charts require different types of charts for each type of data.  Further, 
a change-point analysis can be performed on ill-behaved data like particle 
counts and complaint data, which do not follow any of the traditional control 
charting distributions and may contain numerous outliers.  Only one 
assumption is made which can easily be tested for. 

 
6. It is simpler to use and interpret, especially for large data sets and when 

multiple changes have occurred.  On a control chart, a single change can cause 
numerous points to fall outside the control limits.  Determining the number of 
changes and exactly when the changes occurred is still a difficult task.  One 
way of accomplishing this with control charts is to establish new control limits 
following each change in order to be able to detect further changes.  This is 
complicated by the need to estimate the time of the changes to determine what 
data should be used to establish new control limits.  Change-point analysis 
automates this difficult process. 

 
Despite its numerous advantages, change-point analysis has two shortcomings.  First, it 
does not detect isolated abnormal points.  A change-point analysis should be 
supplemented with a Shewhart control chart when such points are of concern.  Box and 
Luceño (1997) demonstrate that Shewhart control charts are optimal at detecting isolated 
abnormal points while CUSUM charts are optimal at detecting shifts of the mean.  If one 
is concerned with both types of changes, both procedures can be used to complement 
each other. 
 
Second, the bootstrapping approach will not produce identical results each time it is 
performed.  This is because of the random selection of the bootstrap samples.  This last 
shortcoming is largely a matter of analysis time because increasing the number of 
bootstraps results in increasingly more precise results.  The 1000 bootstraps used in the 
examples are recommended as the minimum number.  For small data sets, 10,000 and 
even 100,000 bootstraps can be performed in a reasonable amount of time. 
 
Change-point analysis represents a powerful new tool that complements online control 
charts and is preferable to control charts when analyzing historical data.  However, 
possibly the greatest benefit of the given procedure is its flexibility and simplicity.  When 
implemented in a software package, the user does not have to be concerned with attribute 
versus variables data, normality assumptions, distributions, and selecting the appropriate 
type of control chart.  This can result in software that is easier to use than are most 
control charting packages.  Such software could automatically verify the assumption of 
independent errors and check for outliers.  If either was found, the software could notify 
the user of the problem and guide them on what to do.  This would make a change-point 
analysis an extremely safe approach, even for a novice.  Hopefully, this type of software 
will help make the formal analysis of time ordered data a much more common practice. 
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